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Federated Learning

Motivations for Using Federated Learning

Federated learning (FL)'s Motivations:

kubernetes

> Sufficient data is essential to training high-quality
and generalized Al models.

> Data within a single data silo are usually limited
and biased.

> Data are likely distributed heterogeneously among
various data silos.

> Directly collecting data from distributed silos are
sometimes impossible due to privacy concerns,
especially in sensitive domains such as finance
and biomedicine.

> Federated Learning enables the training of more
generalized model without direct data sharing.

Fig. Federated Learning lllustration.



Federated Learning

Distributed Machine Learning Paradigm without Direct Data Sharing

Federated learning (FL)'s Workflow: © Kuberntes

Distributed machine learning paradigm
Multiple clients with own computing resources
and private local data

One central orchestration server

Each client trains a local model and shares
the model with the server for aggregation

The aggregated model leverages data from
multiple clients to obtain more generalized
model without direct data sharing Fig. Federated Learning lllustration.
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Various Challenges of Federated Learning Due to its Distributed Nature
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APPFL (Advanced Privacy-Preserving Federated Learning) Framework is our
framework-wise solutions to those challenges.



APPFL Framework

APPFL: Advanced Privacy-Preserving Federated Learning Framework

APPFL is an open-source FL framework which supports comprehensive solutions for
various FL challenges.
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Manuscript Open-source Code
Framework Design Description E Source code on Github ()

> Framework overview > Fully open-source

> Addressed challenges > Welcome issues

> Evaluations > \Welcome contributions
> Additional case studies >

>


https://arxiv.org/pdf/2409.11585
https://github.com/APPFL/APPFL

APPFL Framework

APPFL: Advanced Privacy-Preserving Federated Learning Framework

APPFL is an open-source FL framework which supports comprehensive solutions for
various FL challenges.
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appfl.ai

Detailed Documentation 1]
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>
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Installation
Launching FL experiments
Advanced Developer Guides

£APPFLE Building Al Models For Science

Building Al Models

For Science

GET STARTED

service.appfl.ai

APPFL-based Service Platform &7
> Fully based on APPFL

> User-friendly for domain experts
> Comprehensive report generation
>


https://appfl.ai/en/latest/
https://appflx.link/
https://appflx.link/

APPFL x FABRIC

Using FABRIC as the Testbed for APPFL

Benefits provided by FABRIC:

> Heterogeneous and Distributed Testbed
FABRIC offers a heterogeneous and geographically distributed testbed for testing and
benchmarking distributed computing applications.

> Enhanced Understanding of Network Role in FL
FABRIC enables exploration of the role of networks in training models across
geographically distributed sites, especially when working with large datasets at each location.

> |nbound Connection Support
Unlike many supercomputers (e.g., Polaris), FABRIC supports servers which allows
iInbound connections from clients, making it ideal for hosting FL servers.

AN x ~@-FABRIC



APPFL x FABRIC

Using FABRIC as the Testbed for APPFL

Benefits provided by FABRIC:

> Comprehensive Monitoring Tools
FABRIC provides advanced tools for measuring latency and monitoring resource
utilization.

> Connectivity to External Facilities

FABRIC allows seamless connection to external facilities for additional computing
resources, for example, Chameleon Facility Ports help access additional computing
resources for compute-intensive applications.

AN x ~@-FABRIC



APPFL x FABRIC

Experiments Enabled by FABRIC Testbed
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APPFL x FABRIC

Demo Setup

> Configure FABRIC Environment
Set up and customize the configuration for the FABRIC platform to ensure
smooth execution of tasks [Following FABIRC’s Tutorial Jupyter Notebook].

> Allocate Resources and Provision Nodes
Efficiently allocate computational resources and provision the necessary nodes to
support the experiment setup. [One node for server and two more nodes for clients]

> Establish SSH Connection to Remote Nodes
Securely connect to remote nodes using SSH for seamless interaction and
experiment configuration.

AN x ~@-FABRIC



APPFL x FABRIC

Demo Setup

> |nstall APPFL and Configure Experiment
Install the APPFL framework and modify its for the experiments.

> Launch and Monitor Experiments

Run the experiments and continuously monitor their performance to ensure
accuracy and efficiency.

AN x ~@-FABRIC



APPFL x FABRIC Demo
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APPFL x FABRIC

Demo Recipes

FABIb Config : 1 /bin/bash
Drchesmate crchr ik teased et 3 7 Updote and install required packages
Crederna Mansger -t et 4 sudo apt update -y
Gor AM Gl et At 5 suco Opt Anstall pythond-pip -y
Tokan Fie FromaTakicl istopns jpon 6 sudo add-apt-repository ppa:deadsnakes/ppa -y
Pyt 10 A4 pASAr T2 400 3 g T oot BT Ml 7 suco apt install python3.1d python3.l@-venv python3,19-distutils -y
Naataon Howt antion Fatric-tevibed net 8
Bainaet L T revang T DR13371544 9 # Verify Python version
Nantcn Private Key Filg . " gl y 19 pythond, 10 --version
Sh0e Puli Kay Fie | fromeTebrc/mark e Conpiice iy gut 1
Sheh Privats Ky File R e Rt Rakbod_biy 12 # Create and activate a virtual environsent
rremerp— 13 pythond, 10 -a veny my_env
14 source my_env/dinfactivate
SEH Covnmand Ling 88 < {f _sedf_ priwate_sah_kury_fie [ <F oo Rubeicfworh fabrie_ponfiiush_sonfig [ _ssil_ TH it Lie I} 15
Log Leesl il 16 # Clone the repository and install dependencies
Log File Arpates Tt g 17 git clese ==single-Bbranch =-branch zey/webinar Btps://gLthub, con/APPFL/APPFL, it
Baation F5H Conlig File . R conlg 18 cd APPFL
e 123 19 pip install -e “, [dev,examples)”™
Bty declory Arpfabil n

21 # Navigate to exasples directory and run the server and clients
22 cd exasples

® To sisulate sultisite commamicatioss, we randosly Teich 3 sites for made crestion. o
# Eath site has one nodes. 24 # Run server
shice_name = "HySlice® 25
[sitel sitel, sited] = Tablib.get_randos_sites|cowmisd) 26 python ./Qrpe/run_server,py =-config ./resources/configs/mmist/server_fedcompass.yasl
print{f"Sites: {siteld, {sited}, {site3p=) 27
28 # Run clients
nedel_name = Hosel” 7
L e
nodel_nsme = ‘Wodel” :: python ./gepc/run_client.py =-config ./resources/configs/maist/clilent l.yaml
L 2 python ./grpc/run_client.py —config ./resources/configs/mnist/client_2.yaal
Sites: SEAT, STAR, INDI 33

Links:
1. FABRIC Setup Notebook
2. EL Experiment Setup and Launching Scripts

AN 2PPFL x ~-FABRIC



https://github.com/APPFL/APPFL/blob/zey/webinar/APPFL-Webinar.ipynb
https://github.com/APPFL/APPFL/blob/zey/webinar/setup_and_run_appfl.sh

APPFL x FABRIC

Future Work

> Chameleon Integration
Integrate FABRIC with Chameleon (hitps://www.chameleoncloud.org) to get access
to powerful machines to run more computational intensive experiments.

> Running FL with FABRIC on Climate Data

Leverage FABRIC's configurable network and seamless node connectivity to optimize
federated learning for large-scale climate data, avoiding transferring large amount of data
and improving model performance. [APPEL+FABRIC User Story]

AN x ~@-FABRIC


https://www.chameleoncloud.org/
https://learn.fabric-testbed.net/knowledge-base/improving-climate-models-without-moving-massive-amounts-of-data/

Thank you!
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Connect With Us

Reso u rces Newsletter Signup: bitly/FABRICnewsletter

Office Hour Sign Up: bit.ly/FABRIC-Office-Hours

Call to Action

FABRIC Matrix:
https://bit.ly/FABRICmatrix

Other Resources

Website: bitly/m/FABRICtestbed
YouTube: youtube.com/@fabrictestbed
FABRIC Account: portal.fabric-testbed.net

Citing FABRIC: bit.ly/citing-fabric

/
\

Ambassador Program: bitly/FABRIC-Ambassador-Program

FABRIC LinkedIn: linkedin.com/company/fabrictestbed

/



https://fabric-testbed.net/get-involved/newsletter-signup
http://bit.ly/FABRIC-Office-Hours
https://bit.ly/m/FABRICtestbed
https://www.youtube.com/@fabrictestbed
https://portal.fabric-testbed.net/
http://bit.ly/FABRIC-Ambassador-Program
https://www.linkedin.com/company/fabrictestbed/
http://bit.ly/citing-fabric

Thank You for Attending!

Join us for our upcoming webinars:
e Date - Stitching Together Innovation with FABRIC Users
e Date - Mastering FABRIC: Tips and Tricks Webinar

Visit our YouTube Channel: youtube.com/@fabrictestbed



https://www.youtube.com/@fabrictestbed
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