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A B S T R A C T

Video character tracking problem refers to tracking certain characters of interest in the video and returning the
appearing time slots for those characters. Solutions to this problem can be applied in various video-analysis-
related areas, such as movie analysis and automatic video clipping. However, there are very few researches
investigating this problem and there are no existing relevant benchmark datasets available. In this paper, we
design a novel model1 to solve this problem by combining a semi-supervised face recognition network and a
multi-human tracker. For the face recognition network, we propose a semi-supervised learning method to fully
leverage the unlabeled images in the video, thus reducing the required number of labeled face images. Triplet
loss is also used during the training to better distinguish among inter-class samples. However, a single face
recognition network is insufficient for video character tracking since people do not always show their frontal
faces, or sometimes their faces are blocked by some obstacles. Therefore, a multi-human tracker is integrated
into the model to address those problems. Additionally, we collect a dataset for the video character tracking
problem, Character Face in Video, which can support various experiments for evaluating video character
tracker performance. Experiments show that the proposed semi-supervised face recognition model can achieve
more than 98.5% recognition accuracy, and our video character tracker can track in near-real-time and achieve
70% ∼ 80% average intersection-over-union tracking accuracy on the dataset.
. Introduction

The development of deep neural networks leads to tremendous
chievements in many computer vision tasks such as image classi-
ication (He et al., 2016; Krizhevsky et al., 2017), object detection
Girshick, 2015; Redmon et al., 2016), instance segmentation (He et al.,
017), action detection (Zhao et al., 2017), multiple object tracking
Bewley et al., 2016; Wang et al., 2020), and image generation (Good-
ellow et al., 2020). In the paper, we focus on a computer vision
roblem with very few previous investigations, the video character
racking problem.

The video character tracking problem aims to return the appearing
ime slots for certain characters of interest in given videos by using as
ew labeled face images of those characters as possible. Video character
racking has many potential applications such as movie analysis and
utomatic movie clipping for certain characters. For example, knowing
he total appearance time and the appearing time slots of a certain
haracter in various movies can be useful in analyzing the acting career
f the character, and the video character tracker can also help to easily
ind movie clips in which a certain character appears from long videos.
owever, this problem is challenging for several reasons such as the
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1 The code for the project is available on https://github.com/zilinghan/victer.

shortage of provided labeled face images, small or unclear faces in
videos, the large number of appearances of non-interest characters, and
non-frontal or blocked faces in videos. Specifically, the first two reasons
mentioned above indicate the challenges of using face recognition
techniques to recognize faces in videos. The third challenge requires
the face recognition model to be able to distinguish faces that are not
of interest. Even if an ideal face recognizer is developed by tackling all
three challenges above, a single face recognizer is still insufficient for
solving the video character tracking problem accurately since faces in
videos are sometimes non-frontal or even totally blocked by obstacles.

In this paper, we propose a semi-supervised Video Character Tracker
(ViCTer), which is a novel model to return the appearing time slots
for certain characters by combining face recognition techniques and
multi-human tracking techniques. To solve the problem of the short-
age of labeled face images, ViCTer employs semi-supervised learning
methods to fully leverage a large number of unlabeled face images
from the video, thus boosting face recognition accuracy. To make the
face recognition network better distinguish non-interest faces that are
never seen by the network, we further tune the network using the triplet
loss to enlarge face embedding distances among inter-class samples. To
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deal with the scenarios when faces are small, unclear, non-frontal, or
totally blocked, making it impossible for the recognizer to give accurate
inference, a multi-human tracker is integrated into ViCTer to track
characters. In this manner, for each tracked character, we can confirm
his/her identity even if we only have a small number of clear faces
for accurate face recognition. Compared with a single face recognition
network, the aggregation of face recognition network and multi-human
tracker can significantly increase the video character tracking accuracy.

Since there are very few previous investigations on the video char-
acter tracking problem and no existing suitable benchmark datasets for
evaluating the character tracking performance, we collect a dataset,
Character Face in Video (CFIV), to evaluate the model performance.
CFIV contains information of ten movie clips that can support the
evaluation of several metrics such as face recognition accuracy, the
ability for distinguishing unseen faces, and overall character tracking
accuracy. Based on the CFIV dataset, our empirical evaluations show
good performance for both the proposed semi-supervised face recog-
nition network and the ViCTer model. Specifically, by only using two
labeled face images per character for training, the face recognition
network can achieve more than 98.5% accuracy. The use of triplet loss
in training makes the distances among face embeddings for different
characters sufficiently large to distinguish faces. Finally, for the video
character tracking problem, ViCTer can achieve around 70%∼80%
tracking accuracy on the ten video clips from the CFIV dataset.

In summary, the main contributions of this paper are:

1. A semi-supervised face recognition network with triplet loss,
which can achieve high accuracy using very few training face
images and distinguish unseen faces.

2. A novel model, ViCTer, which aggregates the face recognition
network and the multi-human tracker for solving the video
character tracking problem.

3. A benchmark dataset, CFIV, which supports various experiments
to evaluate the performance of video character trackers.

4. A thorough evaluation of the proposed face recognition network
and the tracking model ViCTer.

2. Related work

In this section, we review the related work in three main fields: (1)
face recognition techniques, (2) semi-supervised learning methods, and
(3) multiple object tracking methods. Finally, we discuss the research
gaps between current related technologies and the video character
tracking problem.

2.1. Face recognition

Face recognition is an important task in modern industry and society
for many reasons such as security and productivity. Such a task is
challenging due to uncontrollable facial appearance variations, and
varying position, luminosity, size, and angle of a picture captured by
the camera.

According to Wang and Deng (2021), the research on face recogni-
tion can be divided into four main stages. The holistic methods such as
Eigenface (Turk & Pentland, 1991), Fisherface (Belhumeur et al., 1997),
Laplacianface (He et al., 2005), and face recognition via sparse repre-
sentation (Wright et al., 2008) derive various low-dimension face rep-
resentations, and then use a classifier or some representation distance
metrics to recognize faces. The holistic methods were dominant in the
1990s and early 2000s, but they failed to deal with the uncontrollable
facial appearance variations.

In early 2000s, face recognition based on handcrafted local de-
scriptors such as Gabor (Liu & Wechsler, 2002) and LBP (Ahonen
et al., 2006) became the trend in the community. Those methods
employ some filtering techniques to generate face features that are
both discriminative and invariant to certain face appearance changes
2

to increase the model’s robustness. However, it is still challenging
for handcrafted encoding methods to achieve the optimal tradeoff
between the distinctiveness and the robustness of descriptors. Addition-
ally, the uneven distribution of handcrafted codes results in a lack of
compactness in the code histogram.

To ease the encoding process and increase the compactness of the
face descriptors, learning-based face descriptors were introduced in
early 2010’s to learn more discriminative and compact face represen-
tations. Typical learning-based methods such as LE (Cao et al., 2010)
and PCANet (Chan et al., 2015) can achieve around 85% accuracy on
the Labeled Face in Wild (LFW) (Huang et al., 2008) face recognition
benchmark.

Though many efforts were put into learning-based methods to
learn the shallow face representations to increase the robustness to
face variances, the face recognition techniques were still unreliable in
many practical scenarios. However, everything changed since AlexNet
(Krizhevsky et al., 2012) achieved a significant image classification
accuracy increase on the ImageNet (Deng et al., 2009) via its proposed
deep learning method in 2012. The deep learning method learns more
discriminative and robust face features by using a cascade of processing
layers. In 2014, DeepFace (Taigman et al., 2014) and DeepID (Sun
et al., 2014) achieve more than 97% accuracy on the LFW benchmark,
which is approaching the human performance. Since then, the research
on face recognition started to shift to deep-learning-based methods,
and more advanced and accurate models such as FaceNet (Schroff
et al., 2015) and VGGFace (Parkhi et al., 2015) were proposed. These
models are now widely used as the base for fine-tuning various practical
applications.

2.2. Semi-supervised learning

Deep neural networks usually can achieve great performance and
accuracy when training with a large amount of labeled data. However,
labeling a large amount of data is expensive and time-consuming, and
may lead to bad user experiences in practical applications. Therefore,
it is highly demanded to develop training methods that can train the
neural networks with few labeled data while still retaining a high
model accuracy. Semi-supervised learning is one of the methods which
alleviates the requirements for the number of labeled data by lever-
aging a large amount of unlabeled data. Semi-supervised learning uses
techniques such as pseudo labeling (Lee, 2013; Xie, Luong et al., 2020),
consistency regularization (Bachman et al., 2014; Laine & Aila, 2017;
Sajjadi et al., 2016; Tarvainen & Valpola, 2017), and their combinations
(Berthelot et al., 2020, 2019; Kim et al., 2021; Sohn et al., 2020; Xie,
Dai et al., 2020; Yuan et al., 2022).

Pseudo labeling techniques generate pseudo labels for unlabeled
data if a certain label corresponds to high predicted probabilities, and
the pseudo labels are used during the training. Consistency regulariza-
tion techniques generate various augmentations for each unlabeled data
sample and minimize the embedding distances of those augmentations.
Advanced methods such as MixMatch (Berthelot et al., 2019), Fix-
Match (Sohn et al., 2020), and ActiveMatch (Yuan et al., 2022) combine
those two techniques together to obtain higher model accuracy using
very few labeled data.

2.3. Multiple object tracking

Multiple Object Tracking (MOT) is a task to process a given video to
locate multiple objects and determine their identities and trajectories.
It specifically focuses on the varying number of objects and their
identities in the video. Besides this, initialization and termination of
tracks, occlusions, interactions, and similarity among different objects
are also key challenges in MOT problems. According to Luo et al.
(2021), MOT solutions can be categorized based on three criteria,
initialization methods, processing modes, and types of output.
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Fig. 1. Overview of the video character tracker. The model obtains the appearing frames for characters of interest by identifying the faces via the face recognition network,
tracking the characters via the multi-human tracking network, and aggregating the results together.
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Based on the initialization method, MOT solutions can be catego-
rized into two kinds, detection-free tracking (DFT) and detection-based
tracking (DBT). In detection-free tracking, objects are manually ini-
tialized in the first frame, and the trajectories of those objects are
determined in the following frames (Zhang & van der Maaten, 2013).
In detection-based tracking, a trained object detector is applied to each
frame to detect objects, then the detections of objects are linked into
trajectories (Song et al., 2010). For determining the trajectories of the
manually labeled objects or detected objects, it is essentially a data
association problem by using the appearance information (Kim et al.,
2015; Rezatofighi et al., 2015) or motion information (Dicle et al.,
2013; Yoon et al., 2015) of the objects, or the combinations of these
two (Bewley et al., 2016).

Based on the processing methods, MOT solutions can be categorized
into two kinds, online tracking and offline tracking. Online tracking
such as SORT (Bewley et al., 2016) and its variants (Cao et al., 2022;
Du et al., 2022; Wojke et al., 2017) is also called sequential tracking or
causal tracking since it only uses information up to the current frame.
Offline tracking employs a batch of frames, which could be the frames
after the current frame (Song et al., 2010).

Based on the type of output, MOT solutions can be categorized
into two kinds, stochastic tracking (Breitenstein et al., 2009; Rodriguez
et al., 2011; Xing et al., 2009) and deterministic tracking (Butt &
Collins, 2013; Pirsiavash et al., 2011; Yang & Nevatia, 2012). It means
whether the outputs are identical in multiple runs on the same video.

2.4. Research gaps for video character tracking

As far as we know, there are no previous research papers investigat-
ing the video character tracking problem. A single multi-human tracker
is insufficient since it cannot identify the tracked characters. As for the
face recognition techniques, although they have been widely used in
many fields for identification and authentication, using face recognition
technology alone is still not the best solution to the video character
tracking problem since people do not always show clear frontal faces in
videos. Therefore, we propose this work to close the gaps by combining
face recognition with multi-human tracking. Additionally, to achieve
high recognition accuracy by using as few labeled faces as possible,
semi-supervised learning methods are integrated into our proposed
model to fully leverage large amounts of unlabeled faces from the
videos.

3. Proposed model

Fig. 1 gives an overview of our proposed Video Character Tracker
model. The model obtains the appearing frames for each character
of interest by identifying the faces, tracking the characters, and ag-
gregating the two sets of results together. A single face recognition

network is insufficient for the video character tracking problem since

3

people do not always show their frontal faces, or their faces are blocked
by some obstacles, or sometimes people may only show the back of
their heads. Integrating a human tracking network and aggregating the
results together successfully address the problems. For each tracked
character, there is no need to recognize the faces from every frame
to determine the identity of the character. The details of the face
recognition network, the multi-human tracking network, and the results
aggregation algorithm are elaborated in the following subsections.

3.1. Semi-supervised face recognition network

As shown in Fig. 1, for face recognition, the multitask cascaded
convolutional network (MTCNN) (Zhang et al., 2016) is used to first
detect faces. Afterward, the face recognition network either matches
each detected face to one character of interest or ignores it if dis-
similar to any face. For the recognition network, we start from the
FaceNet (Schroff et al., 2015) pretrained on the VGGFace2 dataset (Cao
et al., 2018), and then fine-tuned the model using the video itself and
the small labeled set of faces  provided by the user. From the video,
the face detection network randomly collects a large unlabeled face set
 with | | ≫ ||. As shown in Fig. 2, the fine-tuning is composed of
wo stages. In stage one, the face recognition network is trained using
he semi-supervised learning method adopted from FixMatch (Sohn
t al., 2020). For a batch of labeled face images  = {𝐱𝑖, 𝑦𝑖}𝐵𝑖=1 with
atch size 𝐵, each image is augmented to 𝑇 images, the augmentation
etails are shown in Appendix A. The deep neural net and the fully
onnected layer compute the face logits 𝐪 for each augmented image,
here 𝐪 is a vector with a length equal to the number of face classes in

he labeled set. The training loss for the labeled faces is then defined
s:

1() =
1
𝐵𝑇

𝐵
∑

𝑖=1

𝑇
∑

𝑡=1
𝐻(𝑦𝑖, softmax(𝐪(𝑡)𝑖 )), (1)

where 𝐪(𝑡)𝑖 is the face logit for the 𝑡th augmentation of image 𝐱𝑖, and
𝐻(⋅) represents the cross-entropy function (Good, 1952). For the larger
batch of unlabeled face images  = {𝐱𝑖}

𝜇𝐵
𝑖=1, each image is augmented

y one weak augmentation and one strong augmentation to obtain 𝐱𝑤𝑖 ,
𝑠
𝑖 respectively. The details of the weak and strong augmentations are
hown in Appendix A. The network computes the logits 𝐪𝑤𝑖 and 𝐪𝑠𝑖 for
𝐱𝑤𝑖 and 𝐱𝑠𝑖 . If max(softmax(𝐪𝑤𝑖 )) exceeds a confidence threshold 𝑐, then
�̂�𝑖 = argmax(𝐪𝑤𝑖 ) is considered as the pseudo label for the unlabeled
ace image 𝐱𝑖. The training loss for the unlabeled faces is essentially
he cross-entropy loss using the pseudo labels:

2( ) = 1
𝜇𝐵

𝜇𝐵
∑

𝑖=1
1(max(softmax(𝐪𝑤𝑖 )) > 𝑐)𝐻(�̂�𝑖,𝐪𝑠𝑖 ), (2)

where 1(⋅) is the indicator function that evaluates to 1 if and only if
the condition inside is true. For stage one of the fine-tuning, the overall
training loss is:

𝑙 = 𝑙 ( ) + 𝜆𝑙 ( ). (3)
1  2 
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Fig. 2. Training process of the face recognition network. The model consists of a pretrained deep neural net backbone (FaceNet) and a randomly initialized fully connected layer.
The training is composed of two stages: Stage one is based on semi-supervised learning methods using cross-entropy loss and pseudo label cross-entropy loss. Stage two is based
on the supervised learning method using the triplet loss on the face embeddings.
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For stage two of the fine-tuning, the last fully connected layer
is disabled, and only the face embeddings from the deep neural net
are used for training. This stage uses supervised learning with the
triplet loss (Schroff et al., 2015) as the training loss. The underlying
idea of triplet loss is to close the distances among face images of the
same person and enlarge the distances among face images of different
persons. For each face image 𝐱𝑖, other face images from the same
person are considered as positive samples 𝐱𝑝𝑖 , and face images from
different persons are considered as negative samples 𝐱𝑛𝑖 . 𝐞𝑖, 𝐞

𝑝
𝑖 , and 𝐞𝑛𝑖

re their corresponding output face embeddings from the neural net.
athematically, we want:

𝐞𝑖 − 𝐞𝑝𝑖 ‖
2
2 + 𝛼 < ‖𝐞𝑖 − 𝐞𝑛𝑖 ‖

2
2, (4)

where 𝛼 is a forced margin between the positive sample embeddings
and negative sample embeddings. Then the triplet training loss for stage
two can be defined as:

𝑙3() =
𝐵
∑

𝑖=1

𝑇
∑

𝑡=1
[‖𝐞(𝑡)𝑖 − 𝐞(𝑡),𝑝𝑖 ‖

2
2 − ‖𝐞(𝑡)𝑖 − 𝐞(𝑡),𝑛𝑖 ‖

2
2 + 𝛼]+, (5)

where [𝑥]+ = max(𝑥, 0). When computing the triplet loss in our model,
for each face image 𝐱𝑖, we choose all face images of the same person
as positive samples and only the hardest negative sample. The hardest
negative sample is the face image of a different person with the smallest
embedding distance to 𝐞(𝑡)𝑖 .

Since there are faces of non-interest persons in real settings, it is
not suitable to enable the last fully connected layer and treat the face
recognition network as a general classifier in practice. Therefore, we
disable the last fully connected layer and first obtain the corresponding
embedding set 𝐸𝑘 = {𝐞𝑖|𝑦𝑖 = 𝑘}𝑁𝑘

𝑖=1 for each character of interest
𝑘. During the inference, for each face image 𝐱 and its corresponding
embedding 𝐞, we compute its embedding distance to each person 𝑘 by
averaging the distances to every embedding in 𝐸𝑘:

𝑑(𝐸𝑘, 𝐞) =
1
𝑁𝑘

𝑁𝑘
∑

𝑖=1
‖𝐞𝑖 − 𝐞‖, where 𝐞𝑖 ∈ 𝐸𝑘 (6)

then the face class �̂� predicted by the face recognition network is given
y:

�̂� =

⎧

⎪

⎨

⎪

⎩

argmin
𝑘

(𝑑(𝐸𝑘, 𝐞)) if min(𝑑(𝐸𝑘, 𝐞)) < 𝑑,

−1 otherwise.
(7)

If the minimum embedding distance from 𝐞 to any embedding set is
smaller than a distance threshold 𝑑, then the face class is predicted
as the closest face. Otherwise, the network returns −1 to indicate that
ace image 𝐱 does not match any character of interest. The value of the
yperparameter 𝑑 is determined adaptively with details elaborated in

ection 4.5. o

4

3.2. Multi-human tracking network and results aggregation

Since people do not always show their frontal faces in the video
or the faces are sometimes blocked by some obstacles, a single face
recognition network is insufficient to accurately give the appearing
frames for characters of interest. Therefore, ViCTer uses a multi-object
tracking (MOT) network to track humans, namely, a multi-human
tracking network. A multi-human tracking network returns several
tracks for a video input, where a track is essentially a collection of
images of the same person. Our model aggregates the recognition and
tracking results together to obtain the appearing frames for characters
of interest.

We use the detection-based tracking method for our multi-human
tracking network, which first applies a YOLOv5 (Jocher, 2021) model
pretrained on the COCO dataset (Lin et al., 2014) to detect humans,
and the detected humans are then associated to tracks. For the de-
tection association, ViCTer integrates two algorithms, StrongSORT al-
gorithm (Du et al., 2022) and Observation-Centric SORT (OCSORT)
algorithm (Cao et al., 2022). The StrongSORT algorithm associates the
detected humans with the tracks according to the motion and appear-
ance information of the humans. Specifically, the motion information is
obtained by recursive Kalman filtering (Kalman, 1960) and the Hungar-
ian method (Kalman, 1955). The appearance information is captured by
an appearance descriptor generated by a convolutional neural network
for each detection. As for the OCSORT algorithm, it achieves state-of-
the-art tracking performance without using appearance information. It
employs the ‘‘observation’’ to recover lost tracks and reduce the errors
accumulated by linear motion models during the lost period.

For each video frame, let set  = {(𝐛face
𝑖 , 𝑦𝑖)} be the results of the

ace recognition network and set  = {(𝐛human
𝑗 , 𝑝𝑗 )} be the results of

he multi-human tracking network. Specifically, 𝐛face
𝑖 and 𝑦𝑖 are the

ounding box position and the recognized face class for each face in the
rame, 𝐛human

𝑗 and 𝑝𝑗 are the bounding box position and track index for
ach human in the frame. We aggregate  and  to get an appearing
ictionary . The detailed data structure of  is shown in Fig. 3.
pecifically, each entry of  is a sub-dictionary for each person track,
nd the sub-dictionary contains the information of several face classes.
ince the tracking network employs the motion information during the
etection-track association and the scene changes in some videos may
esult in small variance in the position of the detected person, it is
ossible that each person track may actually correspond to multiple
aces as illustrated in Fig. 4. Therefore, we need a sub-dictionary to
tore the information of different face classes for each person track.
he 𝑦𝑛𝑒𝑤 and 𝑓𝑟𝑛𝑒𝑤 attributes of the sub-dictionary are used to detect
ew coming face classes for a given person track to deal with the issue

f multiple character faces per person track in Fig. 4.
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Fig. 3. Data structure for appearing dictionary .
Fig. 4. Same track for multiple characters. Several characters are associated to the same person track due to the small variance in their locations.
Algorithm 1 gives the algorithm to obtain the appearing dictionary
 from  and  . The loop between lines 1 and 25 iterates over each
ecognized face. Line 2 associates the face with a tracked person by
inding the person whose bounding box has the largest overlap with
he face bounding box. The tracked person is then popped out from  .
f person track 𝑝𝑖 is not in the appearing dictionary , a new record for
t is added and initialized. As mentioned before, though each person
rack may correspond to multiple face classes, the current face class
ssociated with person track 𝑝𝑖 is always the face class of the last face

of [𝑝𝑖], so we obtain its index 𝑓𝑖 = 𝚕𝚎𝚗([𝑝𝑖]) − 1. If the face class
of the detected face 𝑦𝑖 is the same as the current face class associated
with 𝑝𝑖 ([𝑝𝑖][𝑓𝑖][𝑦]), the current frame index 𝑓𝑖𝑑 is appended to the
corresponding frame indices. Additionally, if the frame indices of the

𝑛𝑒𝑤
new face class ([𝑝𝑖][𝑓𝑖][𝑓𝑟 ]) are not empty, they are also appended

5

to the frame indices of the current face class (we assume the previous
new face class may come from some inaccurate recognition). If 𝑦𝑖 is
different from the current face class associated with 𝑝𝑖, we record the
information of the new face class into 𝑦𝑛𝑒𝑤 and 𝑓𝑟𝑛𝑒𝑤. If there is no
previous new face class yet, we initialize 𝑦𝑛𝑒𝑤 and 𝑓𝑟𝑛𝑒𝑤 as shown in
lines 12 and 13. If 𝑦𝑖 is the same as the previous new face class, we
append 𝑓𝑖𝑑 to the frame indices of the new face class. When the length
of 𝑓𝑟𝑛𝑒𝑤 exceeds a threshold 𝑙𝑚𝑎𝑥, we create a new face instance for
person track 𝑝𝑖. If 𝑦𝑖 is different from the previous new face class, we
append 𝑓𝑟𝑛𝑒𝑤 to 𝑓𝑟, assuming the previous new face class is due to
inaccurate recognition. Afterward, we set the information of the new
face class according to 𝑦𝑖.

The loop between lines 26 and 34 iterates over all person tracks

that are not associated with any face. This may happen because some
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characters are not showing their face in the current frame, or the faces
are not sufficiently clear for the face recognition network to give a
confident inference. This loop adds 𝑓𝑖𝑑 either to the frame indices of
the current face class 𝑓𝑟 if there is no new face class, or to the frame
indices of the new face class 𝑓𝑟𝑛𝑒𝑤 otherwise.

After obtaining the appearing dictionary  by running Algorithm
1 for all video frames, Algorithm 2 gives the algorithm for converting
 to the appearing frames for all characters of interest .  is also a
ictionary with the face class for the character of interest as the key
nd the sorted list of appearing frame indices as the value.

Algorithm 1 Recognition and Tracking Results Aggregation
Input: face recognition output (), human tracking output ( ), cur-

rent frame index (𝑓𝑖𝑑), maximum length of 𝑓𝑟𝑛𝑒𝑤 before creating a
new face instance for corresponding person track (𝑙𝑚𝑎𝑥)

Output: appearing dictionary ()
1: for all (𝐛face

𝑖 , 𝑦𝑖) ∈  do
2: (𝐛human

𝑖 , 𝑝𝑖) := max bbox overlap((𝐛face
𝑖 , 𝑦𝑖),  );

3:  ∶=  - (𝐛human
𝑖 , 𝑝𝑖);

4: add 𝑝𝑖 to  and initialize the entry if 𝑝𝑖 ∉ ;
5: 𝑓𝑖 ∶= len([𝑝𝑖]) - 1;
6: if 𝑦𝑖 = [𝑝𝑖][𝑓𝑖][𝑦] then
7: [𝑝𝑖][𝑓𝑖][𝑓𝑟].add([𝑝𝑖][𝑓𝑖][𝑓𝑟𝑛𝑒𝑤]);
8: [𝑝𝑖][𝑓𝑖][𝑓𝑟].add(𝑓𝑖𝑑);
9: [𝑝𝑖][𝑓𝑖][𝑓𝑟𝑛𝑒𝑤] ∶=[];

10: [𝑝𝑖][𝑓𝑖][𝑦𝑛𝑒𝑤] ∶= None;
11: else if [𝑝𝑖][𝑓𝑖][𝑦𝑛𝑒𝑤] = None then
12: [𝑝𝑖][𝑓𝑖][𝑦𝑛𝑒𝑤] ∶= 𝑦𝑖;
13: [𝑝𝑖][𝑓𝑖][𝑓𝑟𝑛𝑒𝑤] ∶= [𝑓𝑖𝑑];
14: else if [𝑝𝑖][𝑓𝑖][𝑦𝑛𝑒𝑤] = 𝑦𝑖 then
15: [𝑝𝑖][𝑓𝑖][𝑓𝑟𝑛𝑒𝑤].add(𝑓𝑖𝑑);
16: if len([𝑝𝑖][𝑓𝑖][𝑓𝑟𝑛𝑒𝑤]) > 𝑙𝑚𝑎𝑥 then
17: [𝑝𝑖][𝑓𝑖+1][𝑦] ∶= [𝑝𝑖][𝑓𝑖][𝑦𝑛𝑒𝑤];
18: [𝑝𝑖][𝑓𝑖+1][𝑓𝑟] ∶= [𝑝𝑖][𝑓𝑖][𝑓𝑟𝑛𝑒𝑤];
19: end if
20: else if [𝑝𝑖][𝑓𝑖][𝑦𝑛𝑒𝑤] ≠ 𝑦𝑖 then
21: [𝑝𝑖][𝑓𝑖][𝑓𝑟].add([𝑝𝑖][𝑓𝑖][𝑓𝑟𝑛𝑒𝑤]);
22: [𝑝𝑖][𝑓𝑖][𝑓𝑟𝑛𝑒𝑤] ∶= [𝑓𝑖𝑑];
23: [𝑝𝑖][𝑓𝑖][𝑦𝑛𝑒𝑤] ∶= 𝑦𝑖;
24: end if
25: end for
26: for (𝐛human

𝑖 , 𝑝𝑖) ∈  do
27: add 𝑝𝑖 to  and initialize the entry if 𝑝𝑖 ∉ ;
28: 𝑓𝑖 ∶= len([𝑝𝑖]) - 1;
29: if [𝑝𝑖][𝑓𝑖][𝑦𝑛𝑒𝑤] ≠ None then
30: [𝑝𝑖][𝑓𝑖][𝑓𝑟𝑛𝑒𝑤].add(𝑓𝑖𝑑);
31: else
32: [𝑝𝑖][𝑓𝑖][𝑓𝑟].add(𝑓𝑖𝑑);
33: end if
34: end for
35: return 

4. Experiments

In this section, we first give an introduction to the dataset collected
for the video character tracking problem. We then evaluate the per-
formance of our proposed model on the collected dataset along several
dimensions. In Section 4.2, we enable the last fully connected layer and
use the face recognition network as a general classifier, and report on
the improvements in the face classification accuracy of our proposed
semi-supervised training method with triplet loss. However, since it is
not sufficient to treat the recognition network as a general classifier
6

Algorithm 2 Appearing Frame Dictionary Generation
Input: appearing dictionary (), number of characters of interest (𝑛)
utput: appearing time slots for characters of interest ()

1:  ∶= {};
2: [𝑖] ∶= set( ) for 𝑖 ∈ range(𝑛);
3: for 𝑝 ∈  do
4: for 𝑓 ∈ [𝑝] do
5: if [𝑝][𝑓][𝑦] ∉ {None, -1} then
6: [[𝑝][𝑓][𝑦]].add([𝑝][𝑓][𝑓𝑟]);
7: end if
8: end for
9: end for
0: [𝑖] ∶= list([𝑖]).sort();
1: return 

due to many unseen faces in practice, we show the effectiveness of our
face recognition network in distinguishing different faces by comparing
the learned face embedding distances in Section 4.3. In Section 4.4,
we show clustering plots of the face embeddings during the training
process to visualize how faces are gradually clustered together. In
Section 4.5, we show the performance of our whole model ViCTer in
the video character tracking problem and compare it with the solution
only using a single face recognition network.

4.1. Datasets

Since there are few research papers investigating the video char-
acter tracking problem and no existing suitable benchmark datasets
for performance evaluation, we collect a dataset, Character Face in
Video (CFIV) (Li et al., 2022), which can support various experiments to
evaluate the performance of the video character tracker. CFIV contains
the information of ten short videos downloaded from YouTube. For
each video, the dataset includes the code for downloading the video,
two labeled face images per character for training, and the appearing
time slots for each character. Additionally, three videos in CFIV have
a labeled testset that contains around 100 face images per character
for testing the face recognition accuracy, together with faces of some
unseen characters for testing the model’s ability to distinguish unseen
faces. A detailed description of the properties of each video in CFIV is
shown in Appendix B.

4.2. Face recognition accuracy

Definition. For the video character tracking problem, the pre-
trained face recognition network is provided with a video 𝑉 and 𝑙
abeled faces for each character of interest appearing in 𝑉 as the
raining data. In this experiment, the face recognition network is used
s a general face classifier to match each testset face to one character.
Experiment Details. We evaluate our proposed model on three

ideos in our collected dataset using one or two labeled face images
er character. In addition, we also show the face recognition accuracy
f the fully supervised model trained only using the labeled faces.
aceNet (Schroff et al., 2015) pretrained on the VGGFace2 dataset (Cao
t al., 2018) is used as the neural net backbone, and it should be
oted that other state-of-the-art models such as DeepFace (Taigman
t al., 2014) and VGGFace (Parkhi et al., 2015) lead to comparable
erformance. During the first stage of the training, the pretrained deep
eural net backbone is trained with an initial learning rate 𝑙𝑟1, and
he randomly-initialized fully connected layer is trained with a larger
earning rate 𝛽 ⋅ 𝑙𝑟1. The initial learning rate for the triple loss training
n the second stage is 𝑙𝑟2. For both stages, we employ cosine learning
ate decay to mitigate overfitting (Loshchilov & Hutter, 2017), 𝑙𝑟 =
𝑟𝑖 ⋅ cos(7𝜋𝑘∕16𝐾), where 𝑙𝑟𝑖 is the initial learning rate, 𝐾 is the total

number of training steps and 𝑘 is the current training step. The model
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Table 1
Face recognition accuracy. Recognition accuracy for different training methods with different numbers of labeled faces per person.

Dirty Harry 2 Scent of a Woman 2 Growing Pain II

Method 1 label 2 labels 1 label 2 labels 1 label 2 labels

Supervised 79.42 93.58 90.09 96.23 91.75 95.63
Supervised + triplet loss 86.95 95.35 93.40 97.88 94.66 97.57
Semi-supervised 95.58 98.89 96.70 97.88 94.42 98.54
Semi-supervised + triplet loss 96.90 99.12 98.35 98.58 97.82 99.27
Fig. 5. Face recognition accuracy during training. The changes in the face recognition accuracy during the training process, where the first ten epochs use either supervised (SL)
or semi-supervised (SSL) training, and the rest use the triplet loss training.
o
d
a
n

𝑑

is trained for 𝑛 epochs for the stage one semi-supervised training, and 𝑛
epochs for the stage two triplet loss training. All hyperparameter values
for this experiment are shown in Appendix C.

Experiment Results. Table 1 shows face recognition accuracy for
both the supervised and semi-supervised training methods using one or
two labels per character. In addition, it also lists the accuracy before
the triplet loss training to showcase how triplet loss training contributes
to the overall accuracy improvements. These results show that our
proposed face recognition model can achieve more than 𝟗𝟖.𝟓% accuracy
using two faces per person. The use of semi-supervised learning leads
to 𝟏% ∼ 𝟒% accuracy improvements, and the use of triplet loss training
leads to 𝟏% ∼ 𝟑% further accuracy improvements. Fig. 5 shows the
change in the face recognition accuracy during the training process
using one or two labeled face images per character on Dirty Harry 2.
Specifically, for the first ten epochs, we run either supervised or semi-
supervised training, and for the last ten epochs, we run the triplet loss
training.

4.3. Face embedding distances

For the video character tracking problem, since there are many faces
in the video not existing in the labeled set, it is insufficient to use
the face recognition network as a classifier as defined in Section 4.2.
Therefore, we employ the distances between face embeddings to recog-
nize faces as described in Section 3.1. In this experiment, we measure
the embedding distances among faces from the same and different
characters according to the following definition to evaluate how well
the proposed face recognition network can distinguish faces using face
embeddings.

Definition. Suppose 𝐸()
1 = {𝐞𝑖|𝑦𝑖 = 1}𝑁𝑖

𝑖=1 is the embedding set
for the labeled faces of character one, 𝐸( )

1 = {𝐞𝑗 |𝑦𝑗 = 1}
𝑁𝑗
𝑗=1 is the

embedding set for the faces in the testset of character one, and 𝐸( )
2 =

𝐞𝑘|𝑦𝑘 = 2}𝑁𝑘
𝑘=1 is the embedding set for the faces of another character.

or 𝐞 ∈ 𝐸( ) and 𝐞 ∈ 𝐸( ), the embedding distances to character
𝐣 1 𝐤 2

7

ne are defined in Eqs. (8) and (9), which is essentially the average
istance to each embedding of character one. The values of 𝑑(𝐸()

1 , 𝐞𝑗 )
nd 𝑑(𝐸()

1 , 𝐞𝑘) can give indications on how well the face recognition
etwork can distinguish faces using embedding distances.

(𝐸()
1 , 𝐞𝑗 ) =

1
𝑁𝑖

𝑁𝑖
∑

𝑖=1
‖𝐞𝑖 − 𝐞𝑗‖ (8)

𝑑(𝐸()
1 , 𝐞𝑘) =

1
𝑁𝑖

𝑁𝑖
∑

𝑖=1
‖𝐞𝑖 − 𝐞𝑘‖ (9)

Experiment Details. For the set 𝐸()
1 , it is the face embedding

set of the augmented labeled training faces for a certain character.
𝐸( )
1 is the embedding set of testset face images for the corresponding

character, and 𝐸( )
2 is the embedding set of face images of a character

that is never seen by the face recognition network. We then compute
set 1 = {𝑑(𝐸()

1 , 𝐞𝑗 )}
𝑁𝑗
𝑗=1 and 2 = {𝑑(𝐸()

1 , 𝐞𝑘)}
𝑁𝑘
𝑘=1, and employ the

following two metrics to measure the degree of separation for the two
different persons.

• Average separation: the difference between the average value of
2 and 1.

• False negative rate: If using min(2) as the threshold distance
𝑑 to decide whether a face belongs to character one or not,
false negative rate refers to the percentage of face embeddings
in 𝐸( )

1 is not correctly recognized as character one. Namely,
|{𝑗 where 𝑑(𝐸()

1 , 𝐞𝑗 ) > min(2)}|∕𝑁𝑗 .

The experiments in this section are conducted on video Dirty Harry
2 to compare the embedding distances between another character in
the movie (but never appearing in the given movie clip) and all four
characters in the labeled set.

Experiment Results.
Fig. 6 shows the embedding distances to certain faces before and

after the triplet loss training. Specifically, the blue dots represent
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Fig. 6. Embedding distances to certain faces before and after the triple loss training. Blue dots represent faces from the same person, and violet dots represent faces from another
erson. Dots with lighter colors are embedding distances before the triplet loss training, and dots with darker colors are embedding distances after the triplet loss training. (For
nterpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
aces from the same person, and the violet dots represent faces from
nother person. Dots with lighter colors are embedding distances before
he triplet loss training, and dots with darker colors are embedding
istances after the triplet loss training. The figures illustrate how the
aces of the same person and another person get separated during the
riplet loss training process and emphasize the importance of the triplet
oss training stage. Additionally, the gray area is the area with distances
ess than min(2) after the triplet loss training, which can show a

significant drop in the false negative rate.
Figs. 7 and 8 show the average separations and false negative rates

before and after the triplet loss training on four different faces. The
triplet loss training enlarges the average separations and reduces the
false negative rates. From Fig. 8, we can see that Face 1 still has a 27.9%
false negative rate after the triplet loss training stage, but as mentioned
before, the ViCTer model does not require recognition of faces in every
frame with the integration of the multi-human tracker.
8

4.4. Face clustering

Experiment Details. There are several ways to reduce the dimen-
sion of embeddings to 2-d or 3-d for visualizing how the embed-
dings from the same class cluster together, such as principle compo-
nent analysis (PCA), t-SNE (Van der Maaten & Hinton, 2008), and
UMAP (McInnes et al., 2018). In this section, we employ t-SNE and
UMAP to visualize the embeddings of faces in the testset of Dirty Harry
2 during the training process. The face recognition model is trained for
10 epochs in stage one semi-supervised training, and 25 epochs in stage
two triplet loss training.

Experiment Results. Figs. 9 and 10 show the t-SNE and UMAP
clustering results of the face embeddings during the training of the face
recognition network. Specifically, the first row shows the clusters after
every two training epochs in stage one, and the second row shows the
clusters after every five training epochs in stage two. From the plots, we
can clearly see that the clusters get tighter and the number of outliers
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Fig. 7. Impact of triplet loss training on average separation.
Fig. 8. Impact of triplet loss training on false negative rate.
Fig. 9. t-SNE cluster results of the learned face embeddings during the training process. The first row shows the t-SNE clusters after every two training epochs in stage one, and
the second row shows the t-SNE clusters after every five training epochs in stage two.
decreases during the triplet loss training stage. Fig. 11 shows some
outlier examples in the clustering results after the complete training
process. The outliers are all non-frontal faces so it is difficult for the
face recognition network to obtain good embeddings for them.

4.5. Character tracking accuracy

Definition. Given a video 𝑉 and 𝑙 labeled faces per character, the
ideo character tracker is supposed to return the appearing time slots
9

for all 𝑙 characters {𝐓𝐢}𝑙𝑖=1. For each 𝐓𝐢, it is a list of (𝑡start, 𝑡end) tuples,
describing the start and end points of a time period. For measuring
the accuracy of the predicted appearing time slots, we employ the
Intersection-over-Union (IoU) accuracy with details shown in Fig. 12,
which is the length of the intersection period of the prediction and the
ground truth divided by the length of the union period of the prediction
and the ground truth.

Experiment Details. We conduct experiments on all ten videos
from the CFIV dataset. To set up a baseline for the video character
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Fig. 10. UMAP cluster results of the learned face embeddings during the training process. The first row shows the UMAP clusters after every two training epochs in stage one,
and the second row shows the UMAP clusters after every five training epochs in stage two.
Fig. 11. Outlier images. Outliers of the clustering results after the complete training process.
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Fig. 12. Illustration of intersection-over-union accuracy.

racking problem, we only employ our proposed face recognition net-
ork and use the appearing time for each face as the appearing time

or that particular character. As for the ViCTer model, we run the
xperiments with two different detection-track association algorithms,
trongSORT and OCSORT. Additionally, we also run the experiments
ith different strides, where the stride stands for out of how many

ontinuous video frames we should select one frame for analysis.
All the hyperparameters used for training the face recognition net-

ork have the same values as the experiments in Section 4.2 detailed in
ppendix C. As for the embedding distance threshold 𝑑, it is determined
daptively by utilizing the unlabeled face images from the video. For
ach image 𝐱𝑖 from the batch of unlabeled face images  = {𝐱𝑖}

𝜇𝐵
𝑖=1,

e first get its learned embedding 𝐪𝑖. If max(softmax(𝐪𝑖)) > 0.995,
ndicating that the unlabeled face image has a very high probability of
eing a character of interest, then we compute its embedding distance
o the certain character and add the embedding distance to a distance
ist 𝐿. Afterward, we sort the list 𝐿 in ascending order and set 𝑑
ccording to the following rule:

=

⎧

⎪

⎨

⎪

⎩

0.85 if 𝐿[len(𝐿) ∗ 0.8] ≤ 0.85,
1.05 if 𝐿[len(𝐿) ∗ 0.8] ≥ 1.05,
𝐿[len(𝐿) ∗ 0.8] otherwise.

(10)

his rule essentially makes the face recognition network able to recog-
ize 80% faces in 𝐿 and bounds the value of 𝑑 in the range from 0.85
o 1.05.
Experiment Results. Table 2 shows the average IoU accuracy for

ifferent methods with various stride values over ten collected videos

n the CFIV dataset. The ViCTer model can achieve around 𝟕𝟎% ∼ 𝟖𝟎%

10
oU accuracy and has a significant accuracy boost compared with a
ingle face recognizer. Table 3 shows the execution time of the model
raining and model inference on one NVIDIA Tesla V100 SXM2 16 GB
PU. Since the execution time of the face recognition model training

s a constant overhead that is irrelevant to the length of the video,
he absolute execution time in seconds is shown in the table. For the
nference time, we show the relative execution time, which is the
nference time divided by the video length. From the table, we derive
our main observations. (1) For most videos, the ViCTer model with the
CSORT algorithm can achieve near-real-time tracking performance

inference time ratio approaches one) with stride one. (2) The OCSORT
lgorithm is around twice faster as the StrongSORT algorithm since it
oes not use a neural net to encode appearance information during the
racking process. (3) Increasing stride value can significantly reduce
nference time while not sacrificing too much of accuracy. (4) There
re some videos (V3, V6) that take much longer inference time since
he inference time is dependent on the total number of characters in
he video, and there are many characters appearing in those videos.

Fig. 13 gives the tracking results on three sample videos V1 to
3. Different colors correspond to the appearing time slots of different
haracters. For each character, the top line is the tracking result of the
aseline method which only uses the face recognizer, the central line
s the result of ViCTer using the StrongSORT association algorithm,
nd the bottom line is the ground truth appearing time slot for that
haracter. We can see that the recognition-based method has many gaps
n the predicted appearing time slots since the character faces are not
lways sufficiently clear for recognition. However, with the integration
f the multi-human tracker, those gaps can be linked together to
enerate more accurate predictions.

. Discussion and future work

In this paper, we address the video character tracking problem by
ombining a face recognition network with a multi-human tracker to
eal with the scenarios when a single face recognition network cannot
ecognize faces. However, the bottleneck of this model still lies in
he multi-human tracker. The state-of-the-art multi-object tracker still
uffers from the re-identification problem, and it gets even worse when
here are significant camera movements or many scene changes in the
ideo. Therefore, further work in the MOT field to improve the model’s
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Table 2
Video character tracking Intersection-over-Union (IoU) accuracy over ten collected videos in the CFIV dataset. The average IoU accuracy for three different methods (a single face
recognizer, ViCTer with StrongSORT association algorithm, and ViCTer with OCSORT association algorithm) and stride equal to 1, 2 or 4 over ten videos in CFIV.

V1 V2 V3 V4 V5 V6 V7 V8 V9 V10

Stride = 1
Face recognition only 62.47 56.46 84.80 71.85 75.84 64.98 48.62 56.98 58.81 70.69
ViCTer (StrongSORT) 83.50 75.71 91.53 75.75 84.43 68.32 60.37 68.67 77.68 74.63
ViCTer (OCSORT) 78.40 78.90 83.13 71.28 81.93 59.37 71.11 77.82 77.29 80.32

Stride = 2
Face recognition only 61.97 53.55 82.88 70.33 74.82 64.52 46.86 55.52 59.69 70.39
ViCTer (StrongSORT) 79.82 72.10 92.18 71.92 80.44 67.46 59.20 65.38 74.07 71.07
ViCTer (OCSORT) 75.55 77.82 87.07 70.62 83.18 55.78 70.66 77.19 77.49 74.63

Stride = 4
Face recognition only 60.57 54.25 81.36 67.65 72.82 63.73 46.34 53.92 54.24 66.90
ViCTer (StrongSORT) 73.83 68.17 89.77 67.59 77.47 64.41 56.23 61.91 65.19 66.96
ViCTer (OCSORT) 75.73 74.69 84.83 69.04 84.29 56.59 69.13 70.97 73.45 74.00
Table 3
Execution time for model training and inference over ten collected videos in the CFIV dataset. The model training time is shown in seconds, and the model inference time is
shown as the inference time divided by the video length. The results are obtained on one NVIDIA Tesla V100 SXM2 16 GB GPU.

V1 V2 V3 V4 V5 V6 V7 V8 V9 V10

Model training [s] 215.9 213.4 210.2 201.2 210.6 191.9 193.8 188.9 193.6 193.1

Stride = 1
Face recognition only 0.758 0.906 2.651 1.084 0.861 2.062 1.068 1.555 0.726 0.805
ViCTer (StrongSORT) 1.706 1.816 4.798 2.253 2.085 4.353 2.103 2.695 1.776 1.851
ViCTer (OCSORT) 0.864 1.018 2.845 1.208 0.992 2.261 1.178 1.671 0.844 0.922

Stride = 2
Face recognition only 0.393 0.474 1.332 0.559 0.446 1.054 0.551 0.790 0.383 0.422
ViCTer (StrongSORT) 0.878 0.939 2.389 1.142 1.050 2.168 1.081 1.369 0.916 0.950
ViCTer (OCSORT) 0.449 0.526 1.436 0.622 0.520 1.160 0.608 0.859 0.442 0.483

Stride = 4
Face recognition only 0.210 0.253 0.676 0.297 0.240 0.542 0.296 0.415 0.211 0.229
ViCTer (StrongSORT) 0.458 0.488 1.219 0.591 0.541 1.101 0.561 0.714 0.491 0.497
ViCTer (OCSORT) 0.241 0.283 0.739 0.329 0.281 0.604 0.324 0.448 0.244 0.262
Fig. 13. Tracking results on three videos (V1, V2, and V3). Different colors correspond to the appearing time slots of different characters. For each character, the top line is the
result of the baseline tracking method using a single face recognizer, the central line is the result of ViCTer using StrongSORT association algorithm, and the bottom line is the
ground truth appearing time slot for that character. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
robustness to constant scene changes could help ViCTer with tracking
accuracy.

In addition to combining a multi-human tracker with the face rec-
ognizer, there may be other possible ways, e.g., combining a keyframe
extractor with the face recognizer, and only applying the recognizer to
the keyframe to get the character appearing information for the whole
time period represented by the keyframe. However, the current key
frame extractor cannot guarantee that each character inside has a clear
face for recognition. If a keyframe extractor can extract a keyframe
with clear faces for characters inside, then combining it with a face
recognizer may yield good results as well.

6. Conclusions

In order to find the appearing time slots for certain characters of in-
terest in videos, this paper proposes a semi-supervised Video Character
Tracker model (ViCTer) by combining a face recognition network and
11
a multi-human tracker. To obtain better recognition accuracy, ViCTer
leverages large amounts of unlabeled images from the video by em-
ploying semi-supervised learning methods and triplet loss to train the
recognition network. To address the cases when characters do not show
clear faces for recognition, ViCTer creatively aggregates the results of
the face recognizer and the multi-human tracker to boost the tracking
accuracy. Extensive evaluations of the ViCTer model are conducted on
our collected dataset CFIV, and the experiment results showcase the
performance of ViCTer along various dimensions. Specifically, ViCTer
can achieve more than 98.5% face recognition accuracy and 70%∼80%
tracking accuracy using two labeled face images per character on
CFIV. As for the execution time, ViCTer with the OCSORT algorithm
can achieve near-real-time tracking performance with stride one for
most videos in CFIV. We believe that this work will serve as a solid
starting point for further investigations on the video character tracking
problem.



Z. Li, X. Wang, Z. Zhang et al. Machine Learning with Applications 12 (2023) 100460

c
I
K
r

D

c
i

D

s

A

F
#
A
2
a
I

Table A.4
Augmentations for faces in the labeled set.

Augmentations Description

Augmentation 1 Random horizontal flip with probability = 0.5, color jitter with brightness = 0.5,
random rotation with max angle = 5, and 16 × 16 Cutout

Augmentation 2 Random horizontal flip with probability = 0.5, color jitter with contrast = 0.5,
random rotation with max angle = 5, and 16 × 16 Cutout

Augmentation 3 Random horizontal flip with probability = 0.5, color jitter with saturation = 0.5,
random rotation with max angle = 5, and 16 × 16 Cutout

Augmentation 4 Random horizontal flip with probability = 0.5, random resize crop with scale = (0.8, 1)
and ratio = (0.83, 1.2), random rotation with max angle = 5, and 16 × 16 Cutout

Augmentation 5 Resize 160 × 160 image to 100 × 100, then resize back to 160 × 160 for reduced resolution
Augmentation 6 Resize 160 × 160 image to 70 × 70, then resize back to 160 × 160 for reduced resolution

Augmentation 7 Resize 160 × 160 image to 50 × 50, then resize back to 160 × 160 for reduced resolution
Table B.5
Properties of each video in the CFIV dataset.

Video name Video duration Characters # Testset available? Country Release year

Dirty Harry 1 00:04:33 3 No USA 1971
Dirty Harry 2 00:02:42 4 Yes USA 1971
Scent of a Woman 1 00:05:38 3 No USA 1992
Scent of a Woman 2 00:06:57 3 Yes USA 1992
The Pursuit of Happyness 00:04:14 3 No USA 2006
Legally Blonde 00:05:23 2 No USA 2001
Growing Pain I 00:04:57 3 No China 2019
Growing Pain II 00:03:40 4 Yes China 2022
All is Well 1 00:02:36 2 No China 2019
All is Well 2 00:03:08 2 No China 2019
Table C.6
Hyperparameter values for the face recognition experiment described in Section 4.2.

Value Description

𝐵 8 Batch size of the augmented label face images.
𝜇 10 Scaling factor for the batch size of the unlabeled face images.
𝜆 1.0 Scaling factor for the training loss for the unlabeled face images.
𝑐 0.99 Confidence threshold for generating pseudo labels.
𝛼 1.0 Forced margin between positive and negative samples in triplet loss training.
𝑙𝑟1 1.5 × 10−4 Initial learning rate for backbone in stage one semi-supervised training.
𝑙𝑟2 3 × 10−3 Initial learning rate for backbone in stage two triplet loss training.
𝛽 180 Scaling factor for the initial learning rate of fully connected layers in stage one.
𝑛 10 Number of training epochs for stage one and stage two.
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ppendix A. Augmentation details

For each face image in the labeled set, we use the following seven
ugmentations listed in Table A.4 to obtain overall eight images per
ace. For augmentations 1 to 5, we combine common transformations
uch as contrast adjustment and small rotations with Cutout (DeVries

Taylor, 2017). Specifically, Cutout randomly covers the image with
small grey square to simulate the scenarios when faces are slightly

locked by obstacles. Augmentations 5 to 7 reduce the image resolution
y resizing the 160 × 160 image to a smaller size to increase the model’s
bility for recognizing smaller face images.

As for each face image in the unlabeled set, the weak augmentation
or it is simply the random horizontal flip, and strong augmentation
ses a combination of RandAugment (Cubuk et al., 2020) and Cutout.

ppendix B. CFIV dataset properties

See Table B.5.

ppendix C. Experiment hyperparameters

See Table C.6.
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